Course Outline: Hadoop Multinode Cluster Setup for Linux

Day 1 - What are the different modules in Apache Hadoop?

Apache Hadoop framework is composed of following modules:
1. Hadoop common – collection of common utilities and libraries that support other Hadoop modules
2. Hadoop Distributed File System (HDFS) – Primary distributed storage system used by Hadoop applications to hold large volume of data. HDFS is scalable and fault-tolerant which works closely with a wide variety of concurrent data access application.
3. Hadoop YARN (Yet Another Resource Negotiator) – A framework for job scheduling and cluster resource management. It is an architectural center of Hadoop that allows multiple data processing engines to handle data stored in HDFS.
4. Hadoop MapReduce – A YARN based system for parallel processing of large data sets in a reliable manner.
Minimum two ubuntu machines to complete the multi node installation but it is advisable to use 3 machines for a balanced test environment. This article has used Hadoop version 2.5.2 with 3 ubuntu machines where one machine will serve as a master plus slave, and other 2 machines as slaves.

 
Day 2  Install Java and SSH on all machines (nodes):

•  Add hostnames and their static IP addresses in /etc/hosts for host name resolution and comment the local host. This will help in avoiding errors of unreachable hosts.
•  Ping your machines for validating the host name resolution:
•  Set up Hadoop user:

•  Generate SSH key:

Day 3 - Hadoop Installation

1. Standalone mode – Default mode of Hadoop which utilize local file system for input and output operations instead of HDFS and is mainly used for debugging purpose
2. Pseudo Distributed mode (Single node cluster) – Hadoop cluster will be set up on a single server running all Hadoop daemons on one node and is mainly used for real code to test in HDFS.
3. Fully Distributed mode (Multi node cluster) – Setting up Hadoop cluster on more than one server enabling a distributed environment for storage and processing which is mainly used for production phase.

Day 4 - Hadoop configuration files:

•  Hadoop-env.xml 
•  core-site.xml 
•  hdfs-site.xml
mapred-site.xml
yarn-site.xml
Day 5 – Setup the hadoop on linux
 
•  Update the remaining two configuration files in the master node (dzmnhdp01):
· slaves – List of hosts, one per file, where Hadoop slave daemons will run.
· Keep it blank on other nodes
· Masters – List of hosts, one per file, where Secondary Namenode will run.
· Keep it blank on other nodes
. Format Namenode and start DFS daemons:

Start YARN daemons:

Validate the functional Hadoop cluster:

Test the environment with MapReduce:

Track through Web Consoles:
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